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Instructions
There are 9 questions worth a total of 100 marks. You should attempt them all.

QUESTION 1

This question is about using random numbers to set up a computer experiment.

In a survey of CEOs of the top 100 global companies listed by Forbes magazine, the day of the week
that they were born was recorded. Below is a bar chart of this data.
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(a) Describe the distribution.
[2 marks]

(b) If the probability that a CEO is born on any particular day is the same as any other day, what
would you expect the bar chart to look like?

[1 marks]

(c) Describe how you could use simulation, to learn whether the count for Saturday is lower than we
would expect if a births is equally likely on any day of the week.

[1 marks]

(d) Suppose the distribution of all baby births across days is not uniform, and follows this distribution:

Day Mon Tue Wed Thu Fri Sat Sun
Prob 0.16 0.19 0.18 0.18 0.17 0.05 0.07

(a) How would you map random digits (0, 1, ... , 9) to days of the week, in order to set up a
simulation to check in the data on CEOs is consistent with this probability distribution?

[2 marks]

(b) How would you use a sequence of random numbers to conduct the simulation? Write out
the procedure.

[2 marks]

[Total: 8 marks]

— END OF QUESTION 1 —
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QUESTION 2

This question is about using randomisation methods with data.

(a) You have the following data:

V1 V2
20 -5
12 3
31 -14
19 -8

and you have these two samples generated from the data:
A B

V1 V2 V1 V2
20 -5 20 -14
31 -14 12 -5
31 -14 31 3
19 -8 19 -8

Label A and B as generated by either permutation or bootstrap randomisation methods.
[2 marks]

(b) Compare and contrast bootstrap and permutation as methods for using randomisation in data
analysis.

[3 marks]

[Total: 5 marks]

— END OF QUESTION 2 —
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QUESTION 3

This question is about decision theory.

As a coach, should you encourage your player to go for winners when playing a competitive game of
tennis? Below is a side-by-side boxplot of the number of winners hit in the first round of the 2012
Australian Open women’s matches against whether the player won or lost. And also the summary
statistics for the two groups.
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won n min q1 median q3 max mean sd
no 64 0 1.00 4.50 13.00 81 9.42 12.81
yes 64 0 2.00 7.50 18.25 39 11.47 11.30

(a) The classical test of two sample means is the t-test. Compute the t-statistic for this data.
[1 marks]

(b) Write out the null and alternative hypotheses that corresponds to the t-test, which would help
answer the coach’s question.

[3 marks]

(c) What assumptions does the classical t-test make? What concerns about satisfying these might
you have after examining the side-by-side boxplot?

[2 marks]

(d) Compute the difference in medians between the two groups (won, lost).
[1 marks]

(e) One hundred permutation samples are constructed. The median difference is computed for each.
These are plotted below. Compute how many permutation samples have median differences larger
than that computed on the data.

[1 marks]
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(f) Compute the permutation p-value based on the numbers in the previous question.
[1 marks]

(g) What null and alternative hypothesis pair is being tested with this permutation test?
[2 marks]

(h) Based on your p-value would you reject or fail to reject the null hypothesis?
[1 marks]

(i) Using your hypothesis test decision, what would your conclusion be? Should the coach advise
their player to go for winners?

[2 marks]

[Total: 14 marks]

— END OF QUESTION 3 —
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QUESTION 4

This question is about statistical distributions.

(a) Using the Poisson density function, P (X = x | λ) = λxe−λ

x! x ∈ {0, 1, 2, ...}, write down the
likelihood function for n=2.

[2 marks]

(b) For any probability density function, what is the total area under the curve?
[1 marks]

(c) Make a sketch of the Gamma(2,1), like given below, marking off the quantity that corresponds to
P (X > 5.0).

[2 marks]
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(d) Which of the following most closely matches the value P (X > 5.0)? 0.04, 0.17, or 0.29?
[1 marks]

[Total: 6 marks]

— END OF QUESTION 4 —
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QUESTION 5

This question is about linear models.

The life expectancy is modeled on year for data from the gapminder package in R, for Australia and
China.
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Australia
Estimate Std. Error t value Pr(>|t|)

(Intercept) -375.50 11.96 -31.40 0.00
year 0.23 0.01 37.60 0.00

(a) Sketch the model fit for Australia.
[2 marks]

(b) Explain what the intercept value of -375.5 means. Can we really have a negative life expectancy?
What adjustment to the model would have lead to a more sensible intercept estimate?

[2 marks]

(c) Use the model to predict the life expectancy for 2000.
[1 marks]

(d) If the recorded life expectancy for 1970 is 70.81, and the predicted value is 77.6. Compute the
residual.

[1 marks]

(e) The plot at top right shows the residuals for the model fit for Australia. Does this show that a
linear model is a good fit? Explain your answer.

[2 marks]

(f) The remaining goodness of fit statistics for the fit are below. Compare the residual deviance with
the null deviance and explain what this tells you about the goodness of fit.

[2 marks]

Degrees of Freedom: 55 Total (i.e. Null); 54 Residual
Null Deviance: 791.7
Residual Deviance: 29.12 AIC: 128.3

(g) We now switch the attention to China. A linear model has been fit for life expectancy on year.
The hat values are calculated to assess leverage. The largest value is 0.222.
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(i) Would this indicate that the point with this value has high leverage? (n = 56)

(ii) Which year do you think the highest value corresponds to?

[2 marks]

(h) The highest Cooks D value occurs at year 1960, and is 0.25. Would this indicate that (1960, 31.6)
is an influential observation? Explain.

[2 marks]

(i) Explain the difference between influence and leverage.
[2 marks]

[Total: 16 marks]

— END OF QUESTION 5 —
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QUESTION 6

This question is about multiple regression.

A linear model for Sales Price based on several house characteristics is fitted to a subset of the
Ames Housing data. Two models are fitted, one with TotLivArea, TotBsmtSF, LotArea, GarageArea,
TotRmsAbvGrd, NumBR, NumBath, and the second without the variable TotLivArea. This is a
summary of the model fit. (Area is given in square feet, SF at the end of the variable name indicates
this.)
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> ah_glm <- glm(SalePrice~TotLivAreaSF+TotBsmtSF+LotAreaSF+
GarageAreaSF+TotRmsAbvGrd+NumBR+NumBath, data=ah)

> ah_glm2 <- glm(SalePrice~TotBsmtSF+LotAreaSF+GarageAreaSF+
TotRmsAbvGrd+NumBR+NumBath, data=ah)

with TotLivAreaSF without TotLivAreaSF
Estimate Std.Error Estimate Std.Error

(Intercept) 48743.69 8163.77 31671.84 8590.28
TotLivAreaSF 48.29 6.88 - -

TotBsmtSF 24.49 4.37 30.66 4.71
LotAreaSF 1.94 0.51 2.84 0.54

GarageAreaSF 23.27 9.58 22.77 10.56
TotRmsAbvGrd 1161.79 2190.47 9625.88 2015.33

NumBR -9341.53 2923.26 -8783.01 3221.32
NumBath 1119.45 4091.19 11298.53 4216.78

(a) Predict the sales price for a house with 2000 SF of living space, 500 SF basement, on a 3000 SF
lot, 500 SF garage, 6 rooms above ground, 3 bedrooms and 2 bathrooms.

[2 marks]

(b) This is the model fitting code, and the variance inflation factors for each variable. How is variable
inflation factor calculated? Which is the better model fit according to VIFs?

[2 marks]

> vif(ah_glm)
TotLivAreaSF TotBsmtSF LotAreaSF GarageAreaSF TotRmsAbvGrd NumBR

3.664805 1.175415 1.244231 1.148607 4.230897 2.499457
NumBath

1.633853
> vif(ah_glm2)

TotBsmtSF LotAreaSF GarageAreaSF TotRmsAbvGrd NumBR NumBath
1.127679 1.165199 1.148544 2.947134 2.497603 1.428313
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(c) Below is a plot of the three of the predictors from the first model with highest VIFs. Describe the
association between the three variables. In an ideal fit what would the pattern look like?

[2 marks]
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(d) For each increase in number of rooms above ground how much would you expect the sales price to
increase? (Use the model containing TotLivAreaSF, and assume that all other predictor values
remain constant.)

[1 marks]

(e) Assume that the living space is 2000 square feet. For each increase in number of bedrooms how
much would you expect the sales price to increase? (Assume that all other predictor values remain
constant.)

[1 marks]

(f) Does the model containing TotLivAreaSF having a negative coefficient for NumBR indicate a
problem? If so, does the second model fix the problem? If not, what would you do next?

[2 marks]

[Total: 10 marks]

— END OF QUESTION 6 —
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QUESTION 7

This question is about modeling risk and loss, referring back to Lab 9 where we modeled risk and loss
for locating a coffee shop at either Flinders St Underpass (Fl) or Melbourne Central (MC).

We can set this up as a decision theory problem, with Player A being the coffee shop is located at
Fl and Player B being the coffee shop is located at MC. Suppose that Strategy 1 will be to have one
employee, ... to strategy 4 is to have 4 employees, and strategy 5 will be the coffee shop is closed.

We will focus just on one day of the week, and one hour in that day to do calculations. Assume xFl
is the number of pedestrians that pass by in that hour, and xMC is the number of pedestrians. The
proportion of pedestrians that will actually stop in to buy a coffee in that day (d) and time (t) is
pFl(d, t), pMC(d, t) respectively. Assume each customer will spend $4 when they come into the shop. To
open the coffee shop costs $100, and each employee adds an extra $50 to costs. You need one employee
for each 50 customers. If there are more than this, the additional customers will walk away rather than
coming in to buy a coffee. At Flinders, the proportion of pedestrians passing by who will buy a coffee
is 0.1 between 7-11am, 0.05 between 11-4, 0.01 between 4-8. At Melbourne Central, the proportion who
will buy coffee is 0.08 between 7-11am, 0.06 between 11-4, 0.02 between 4-10pm. At all other times
assume no purchases.

The goal is to earn the most money in the hour. Below is the payoff matrix (needs to be completed).

MC
Fl 1 2 3 4 5
1
2
3
4
5

(a) The equation for measuring earnings at Fl (where eFl is the number of employees) is

yFl = min(pFl × xFl, eFl × 50)× 4− 100− (eFl − 1)× 50 if eFl > 0,

= 0 o.w.

Write down the equation to measure the earnings at MC.
[2 marks]

(b) Write down the equation to measure the difference between earnings at Fl and MC.
[2 marks]

(c) The day is a Monday, and time is 10am. Complete the payoff matrix.
[3 marks]

(d) We have built a generalised linear model of pedestrian counts based on 2015 data, and used this
to simulate 100 predicted values for Wed 2pm at each location. A side-by-side boxplot is shown
below of these values, and the summary statistics for each location are given in the table. At
best, how many pedestrians can you expect at each location? And, at worst, how many?

[2 marks]
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min q1 median q3 max mean sd
Fl 883 946.75 974.00 995.00 1051 971.90 32.41
MC 1013 1073.00 1092.50 1114.00 1178 1092.68 33.58

(e) Use these values to compute the expected earnings difference under each strategy. And determine
which is the best strategy for the player with the coffee shop at the Fl location.

[4 marks]

[Total: 13 marks]

— END OF QUESTION 7 —
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QUESTION 8

This question is about Bayesian methods

(a) Of 30 music students, 20 can play the violin and 17 have had voice training. Furthermore, 15
have had voice training and can play the violin. One of the students chosen at random can play
the violin, what is the probability that this student has had voice training? Explain.

[3 marks]

(b) We are interested in estimating the probability p that it will rain tomorrow. Explain what is
meant by a prior distribution, a posterior distribution and a conjugate prior distribution.

[3 marks]

(c) We are interested in estimating the probability p that a coin will turn up heads. We will consider
the maximum likelihood estimate and the optimal Bayes estimate under squared error risk. For
the Bayes estimate, we use a uniform prior distribution, i.e. π(p) = 1.

• You toss the coin for the first time, and you see a tails. Compute both the MLE estimate
and the Bayes estimate for p.

[2 marks]

• You toss the coin for a second time, and you see a tails. Recompute both the MLE estimate
and the Bayes estimate for p.

[2 marks]

• Briefly discuss the results you obtain for the MLE and the Bayes estimate.
[2 marks]

(d) Briefly discuss why we often need to use numerical methods to compute the posterior distribution.
[2 marks]

[Total: 14 marks]

— END OF QUESTION 8 —
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QUESTION 9

This question is about time series methods.

(a) Consider the sales of new one-family houses in the USA, Jan 1973 - Nov 1995 given in the Figure
below.
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• Describe this time series in terms of patterns you see (trend, cycle, seasonality, etc).
[1 marks]

(b) Consider four time series (a), (b), (c) and (d) given in the Figure below.
(a)
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• Which time series would be considered to be stationary? Explain.
[2 marks]

• For each time series you think is not stationary, which transformation would you apply to
make it stationary?

[2 marks]

(c) Suppose {εt} is a i.i.d process with εt ∼ N(0, σ2). We consider the autoregressive process {yt}
where

yt = φ1yt−1 + εt.

• What is the formula to compute the autocorrelation function (ACF) γ(k) for lag k of this
process when |φ1| < 1?

[1 marks]
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• For φ1 = {0.8, 0.3,−0.8}, plot (k, γ(k)) for k = 0, 1, 2, 3. Explain what you observe.
[2 marks]
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(d) Given T observations y1, . . . , yT from an AR(p) process.

• What is the formula to compute the sample ACF γ̂(k) where k is the lag.
[2 marks]

Describe the procedure to compute the standard error of γ̂(k) using the block bootstrap.

• Step 1, describe how do you generate bootstrap samples from the sample y1, . . . , yT .
[2 marks]

• Step 2, how do you compute the bootstrapped standard errors?
[2 marks]

[Total: 14 marks]

— END OF QUESTION 9 —

Page 15 of 15


